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Abstract
In this paper, we propose a fast and memory-efficient detection algorithm for rigid objects. First, we propose a ternary node test fern classifier (called t-fern) which combines the robustness of local ternary patterns (LTP) with the discriminative power of a binary node test fern classifier (called b-fern). More specifically our proposed t-fern uses ternary node tests like the LTP and selects node test locations randomly in a larger patch like the b-fern. Then, we propose a rigid object detection algorithm which combines this t-fern with a Hough voting scheme. In the training phase, t-ferns learn the relationship between local patterns and voting information (voting locations and voting weights). In the testing phase, the identified local patterns through the t-ferns cast votes to the most probable locations of objects. In this way, our algorithm can achieve a high detection rate with high speed and memory efficiency. Experiments have been carried out with rigid object datasets such as the UIUC car, the TUD motorbike and the Weizmann horse datasets, showing state-of-the-art performance in the detection rate that is close to or better than that of existing methods. In addition, our algorithm seems to be ten times faster than other algorithms for both training and testing while using quite little memory, which is becoming more and more important in mobile environment.

1. Introduction
Object detection is the task that indicates the object center and the object scale using a bounding box in a given test image. To do this, the sliding window scheme [8, 9, 12, 22, 28, 37] and the Hough voting scheme [3, 14, 17, 19, 20, 21, 23, 24, 34, 38] are mainly used as the core components of detection algorithms.

The sliding window scheme usually uses Support Vector Machine (SVM) to learn object structures or appearance as a model and to match each subwindow of an input image to the learned model. The histogram of Oriented Gradients (HOG) [9], bag-of-visual-word (bovw) [16] and k adjacent segments (kAS) [37] are used as the feature descriptor of SVM. Because these approaches are somewhat slow, the Efficient Subwindow Search (ESS) method [15, 16, 18] has been proposed.

The Hough voting scheme converts an input image to a parameter space called a Hough image which consists of object location and scale. Each point in the Hough image corresponds to a hypothesis about the object of interest. The Implicit Shape Model (ISM) [20, 21] extracts feature descriptors from keypoints of the feature detector and matches these to predefined codewords and casts votes on the probable locations of objects. The Principled Implicit Shape Model (PRISM) [19] is a more advanced version of ISM, and Fast PRISM [17] combines PRSIM with ESS for speed. These algorithms are based on a keypoint detector and descriptor which require additional feature extraction time.

Recently Hough Forest [14, 34] has been proposed which gives the state-of-the-art detection rate. It combines random forests with the Hough voting scheme unlike the previous methods using a keypoint detector and descriptor. A random forest can directly map an image patch to a probabilistic vote, so all image patches of multi-channel images (for example, intensity, x-directional derivative or y-directional derivative channels) can be regarded as keypoint descriptors. Therefore it does not require additional feature extraction time, but it does require multi-channel extraction time for image patches. It also requires the node test optimization for random forests under the two constraints (offset uncertainty and class-label uncertainty). The robustness and the discriminative power obtained from heavy computations such as multi-channel extraction and node test optimization enable Hough Forest to handle general objects, both rigid and non-rigid.

By limiting the detection scope to rigid objects only, our algorithm aims at the speed of training and testing and memory efficiency as well as performance. Our goal is to develop a fast and memory-efficient detection algorithm for rigid objects. High speed and memory efficiency seem to be more and more important when considering the current mobile environment. To do this we propose a new local pattern classifier and combine it with the Hough voting scheme.

The proposed local pattern classifier is explained in Sec. 2. The training and the testing procedure of our algorithm are described in Sec. 3. Experimental results and implementation details are given in Sec. 4. The paper
concludes in Sec. 5.

2. The proposed local pattern classifier

The widely used local pattern classifier is Local Binary Patterns (LBP) [29, 30, 41], which is invariant to monotonic gray-scale change and has low computational complexity. The main application area of LBP is texture analysis, and it shows good performance to classify textured patches. LBP at pixel location \( x \) is defined as:

\[
LBP_{D,5}(x) = \sum_{d=0}^{D-1} b(p(x), p_d, q_d)2^d,
\]

\[
b(p(x), p_d, q_d) = \begin{cases} 1, & \text{if } p(x, p_d) - p(x, q_d) > 0 \\ 0, & \text{otherwise} \end{cases},
\]

where \( p(x), q_d \in L(x, N) \),

\[
LBP_{D,5}(x) = \sum_{d=0}^{D-1} t(p(x), p_d, q_d, T)3^d,
\]

\[
t(p(x), p_d, q_d, T) = \begin{cases} 1, & \text{if } p(x, p_d) - p(x, q_d) > T \\ 2, & \text{if } p(x, p_d) - p(x, q_d) \leq -T, \quad \text{and} \\ 0, & \text{otherwise} \end{cases}
\]

where \( p_d, q_d \in L(x, N) \),

To overcome this limitation, Local Ternary Patterns (LTP) [28, 40] has been proposed as the extended version of LBP. By using a ternary node test LTP can reduce the effect of image noise and small variations. LTP at pixel location \( x \) is defined as:

\[
LTP_{D,5}(x) = \sum_{d=0}^{D-1} b(p(x), p_d, q_d)2^d,
\]

\[
b(p(x), p_d, q_d) = \begin{cases} 1, & \text{if } p(x, p_d) - p(x, q_d) > 0 \\ 0, & \text{otherwise} \end{cases},
\]

where \( p(x), q_d \in L(x, N) \),

\[
LTP_{D,5}(x) = \sum_{d=0}^{D-1} t(p(x), p_d, q_d, T)3^d,
\]

\[
t(p(x), p_d, q_d, T) = \begin{cases} 1, & \text{if } p(x, p_d) - p(x, q_d) > T \\ 2, & \text{if } p(x, p_d) - p(x, q_d) \leq -T, \quad \text{and} \\ 0, & \text{otherwise} \end{cases}
\]

where \( p_d, q_d \in L(x, N) \),
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For example, \( LBP_{3,3}(x) \) is the special case that \( T = 0 \). By choosing \( T \) as a 3×3 patch centered at \( x \) in the intensity channel, the set \( I(x, N) \) consists of the first pixel locations of node test \( \{p_d\} \) is always the same as \( x \), and the set of the second pixel location \( \{q_d\} \) is the 8-neighboring pixels of \( x \). Likewise, LBP and b-fen can be regarded as a special case of t-fen.

3. The proposed algorithm

Our goal is to develop an efficient algorithm for detecting rigid objects. To do this, we combine the proposed t-fen with the Hough voting scheme. In the training phase, t-fers learn the relationship between local patterns and voting information (voting locations and voting weights). In the testing phase, the identified local patterns through t-fers cast votes on the most probable locations of objects in the Hough image. From the next sub-section, we explain the training and the testing phases of our algorithm.

3.1 The training phase

The training phase is to construct t-fers and to learn voting information (voting locations and voting weights) of the t-fers.

First, t-fers are constructed for a chosen depth \( D \), patch size \( N \), and threshold of ternary node test \( T \). By choosing \( D \) node tests \( D \) depths), each t-fen has 3\( D \) leaf nodes. Therefore the decimal integer value of \( tFern(x) \) is in the range of \( [0, 3D-2] \). The value of \( tFern(x) \) itself can be regarded as a codeword index of the patch. In the aspect of local pattern classification, t-fen is likely to map similar local patterns to the same codeword.

The next step is to map all patches to codewords. Codewords of patches are obtained through the t-fers using Eq. (8). All pixels of training images are regarded as keypoints (centers of patches). Therefore feature detectors are not used at all in our algorithm. Then, offset vectors of all patches of positive training images are obtained.
Because we assume that the object centers of positive samples are already known, the relative location to object center (offset vector) can easily be calculated. The final step is to learn voting information for each t-fern from the relationship between codeword and offset vector obtained above. The voting weight \( w(s,v) \) of codeword \( v \) at offset vector \( s \) is defined as:

\[
w(s,v) = \frac{P(s,v)}{P(s)/P_v} = \frac{P(s,v)}{P(s)+N(v)/N_v},
\]

(10)

\[
P_t(s) = \sum P(s,v), \quad N_t = \sum N(v),
\]

(11)

where \( P(s,v) \) is the number of patches of positive samples at relative location \( s \) with codeword \( v \), and \( N(v) \) is the number of patches of negative samples with codeword \( v \). For aligned rigid objects, all patches of positive samples at the same relative position to object center would have similar appearances (local patterns) as shown in Figure 1 and the t-fern is likely to map similar local patterns to the same codeword, so all patches in the same relative position should have the same codeword with high probability. This can be the cue for rigid-object detection and is reflected in the voting weight. After voting weight \( w(s,v) \) is calculated, voting locations \( t_j \) (\( j = 1, \ldots, J \)) are obtained which are offset vectors with \( j \)-th highest voting weight among offset vectors \( |s| \) in codeword \( v \). Therefore each leaf node with its own codeword \( v \) has \( J \) sets of voting locations \( t_j \) and voting weights \( w(t_{j,v}) \) (\( j = 1, \ldots, J \)) as shown in Figure 2.

### 3.2 The testing phase

For a given test image \( I \), the testing phase predicts the center and scale of objects from the Hough image. We assume that the aspect ratio of objects is fixed and known.

First, codewords of all patches are obtained through the t-ferns prepared during the training phase using Eq. (8). All pixels of the testing image are regarded as keypoints (centers of patches). The identified codeword yields voting information (voting weights and voting locations) which was also learned in the training phase. The next step is to cast votes on the probable locations in the Hough image. The Hough image \( H^f(I|f) \) from each t-fern is computed as:

\[
H^f(x|I) = \sum_{y=0}^{H} \sum_{v=tFern^k(y)} \delta(v) \sum_{j} w(t_{j,v}) G(x - \{y - t_{j}\}),
\]

(12)

where \( x \) is a location of the Hough image and \( tFern^k \) denotes the \( k \)-th t-fern, \( y \) is a center of local pattern (patch) in the test image \( I \), \( y - t_{j} \) is the probable object location, \( V \) is the number of codewords, and \( J \) is the number of votes which corresponds to that of voting locations and voting weights in codeword \( v \). The function \( G(\cdot) \) is a Gaussian function with zero mean and is used to compensate for the uncertainty of voting location. The total Hough image \( H(x|I) \) is obtained by summing the Hough images from each t-fern, \( H^f(x|I) \).

\[
H(x|I) = \sum_{i} H^f(x|I).
\]

(13)

where \( K \) is the number of used t-ferns. In our algorithm, a single t-fern (\( K = 1 \)) gives adequate performance, as shown in Table 4, but it is possible to use many t-ferns to increase the detection rate.

For multi-scale objects we repeat the single scale detection procedure for each testing scale by resizing the test image. After the Hough image is obtained for each scale, the object’s center is predicted by finding the maximum voting score in 3D space (location and scale). There are many methods to find the maxima, including the mode seeking algorithm and the mean-shift algorithms [20, 21, 24]. We simply find the maxima in each scale, and compare the voting score across the scale. Finally, objects are detected by thresholding the voting score.

### 4. Experimental Results

The experimental result section consists of three parts. First, parameter sensitivity is shown, and then the detection performance of various local pattern classifiers mentioned above is shown. Finally the performance of our algorithm is compared with that of existing detection methods. Our algorithm is implemented on an Intel® i7 CPU operating at 3.4GHz using Matlab. The effect of random selection of node test location is considered by repeating experiments with the same parameter settings for 30 predefined t-ferns,
and performance results are averaged. Performance is measured by Equal Recall Precision Error Rate (EER) and Average Precision (AP). Detected results are accepted as correct if the intersection area of the detected bounding box and the ground-truth bounding box exceeds 50% of the union of the two boxes, which is the PASCAL Challenge criterion.

4.1 Parameter sensitivity

In order to show the parameter sensitivity of our algorithm, it is applied to the TUD motorbike dataset [10]. The parameters used in our algorithm can be divided into two sets. One set is the parameters related to t-fern such as depth (D), patch size (N) and threshold of ternary node test (T) in Eq. (8). The other is the parameters related to the Hough voting scheme such as sampling density (Q) and the number of votes (J) in Eq. (12). The default parameter setting is a single t-fern (K = 1, D = 9, N = 11, T = 20) with the Hough voting scheme (Q = 1, J = 3).

The parameter sensitivities of depth (D), patch size (N) and threshold of ternary node test (T) are shown in Table 1. Usually, as depth of t-fern increases, the performance increases. Eight or nine depths seem efficient from the aspect of the detection performance and memory requirement. Also, the middle patch size (9–13 pixels) gives good performance. Too small or too large patch size decreases the performance. A threshold of ternary node test in the range of 15–25 gives good performance for the intensity value of an image in the range of [0, 255].

The parameter sensitivity of sampling density (Q) and the number of votes (J) is shown in Table 2. Sampling density means how many pixels in a test image are used in the testing process. For example, sampling density 1 means all pixels are used and sampling density 1/4 means one out of 2x2 pixels is used. It is natural that dense sampling gives better performance than sparse sampling. The number of votes means how many offset vectors among all possible offset vectors are used for voting. In the training phase, J voting locations are selected from offset vectors with the highest voting weight. We found that a small number of votes are enough to give good performance as shown in Table 2.

4.2 Performance of the local pattern classifiers

The performance between various local pattern classifiers (LBP, LTP, b-fern and t-fern) was also compared for the TUD motorbike dataset. For this comparison, LBP<sub>3,3</sub> (D = 8, N = 3), LTP<sub>3,3</sub> (D = 8, N = 3, T = 20), bFern<sub>9,11</sub> (D = 9, N = 11) and tFern<sub>9,11</sub> (D = 9, N = 11, T = 20) are used. In all cases, a single local pattern classifier is used and the experiment is done in the default setting (Q = 1, J = 3). As shown in Table 3, t-fern gives the best performance.

4.3 Performance comparison

In order to evaluate the performance of our algorithm and compare it with existing detection methods, we apply our method to three datasets (the UIUC car [1], the TUD motorbike [10] and the Weizmann horse [35] datasets). Each dataset contains the objects from a fixed viewpoint and pose. The test images are resized by a factor of 0.8 to detect larger objects. Table 4 shows experimental results of the state-of-the-art detection methods and our algorithm for each dataset.

The UIUC car dataset [1] contains images of side views of cars. The training set consists of 550 car images and 500 non-car images of a fixed size (100x40 pixels). There are two test datasets. One is the UIUC-Single dataset which consists of 170 images containing 200 cars of almost the same size (100x40 pixels). The other is the UIUC-Multi dataset which contains 108 images containing 139 cars of various sizes from 89x36 to 212x85 pixels. Both sets include partially occluded cars, multiple car instances, and cluttered backgrounds under challenging illumination. It is interesting to notice that a single t-fern is enough to get comparable performance to Hough Forest that uses 15 trees and the maximum 15 depths for each tree. Moreover Fast
Table 4 Summary of experimental results of Hough Fern and Hough LBP on the five datasets (UIUC-Single, UIUC-Multi, CalTech car rear, TUD motorbike and TUD pedestrian). AP (%) is also shown in the parentheses.

<table>
<thead>
<tr>
<th>Methods</th>
<th>UIUC-Single</th>
<th>UIUC-Multi</th>
<th>TUD motorbike</th>
<th>Weizmann horse</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESS [16]</td>
<td>98.5%</td>
<td>98.6%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ISM [21]</td>
<td>97.5%</td>
<td>95.0%</td>
<td>87.0%</td>
<td>-</td>
</tr>
<tr>
<td>PRISM [19]</td>
<td>-</td>
<td>-</td>
<td>83.0%</td>
<td>-</td>
</tr>
<tr>
<td>Fast PRISM [17]</td>
<td>-</td>
<td>97.8%</td>
<td>81.0%</td>
<td>-</td>
</tr>
<tr>
<td>Hough Forest [34]</td>
<td>K = 1</td>
<td>98.5% (99.7%)</td>
<td>98.1% (99.7%)</td>
<td>89.0% (91.2%)</td>
</tr>
<tr>
<td>t-fern</td>
<td>K = 3</td>
<td>99.2% (99.8%)</td>
<td>99.3% (100%)</td>
<td>90.0% (91.5%)</td>
</tr>
<tr>
<td></td>
<td>K = 5</td>
<td>99.2% (99.9%)</td>
<td>99.6% (100%)</td>
<td>90.1% (91.6%)</td>
</tr>
</tbody>
</table>

PRISM takes about 800ms [17] using Matlab implementation, but our algorithm takes only 76ms using Matlab implementation.

The TUD motorbike dataset is a part of the 2005 PASCAL dataset [10]. For training, we use 153 motorbike side view images from the CalTech database [11], and use the INRIA person negative dataset [9] as a negative training set. Each training image is equally resized to 200 pixel width. The test set consists of 115 images containing 125 side views of motorbikes of different scales with cluttered background and occlusion. In this dataset, our algorithm shows that the single t-fern is enough to give the best performance. Moreover, our algorithm takes only 63ms using Matlab implementation while PRISM [19] takes 920ms (570ms for SURF feature extraction time and 350ms for voting and search time) with similar EER.

The Weizmann horse dataset [35] contains images of the near-side views of horses in natural scenes. This dataset is more challenging from the viewpoint of rigid object detection because of varying poses. We follow the training-testing split procedure, that is, 100 horse images and 100 background images are used for training, and 228 horse images and 228 background images are used for testing as suggested in [36]. Our algorithm shows comparable performance with Hough Forest, although it is not best. However, notice that our algorithm uses the intensity channel only and a small number of t-ferns.

In summary, our algorithm shows state-of-the-art performance in the detection rate, close to or better than existing methods. Additionally our algorithm has good detection speed and memory efficiency. Our algorithm is very fast in testing. As mentioned above, our algorithm is 10–15 times faster than PRISM and fast PRISM. In our algorithm, only the intensity channel is used and patch itself is used as a feature, so it does not require multi-channel extraction time and feature extraction time. Moreover our algorithm uses a small number of t-ferns and voting operations, which lead to a significant speed gain. Our algorithm is also very fast in training. Actually, our learning is usually completed in less than a minute, whereas Hough Forest, which needs the optimization process, takes much longer (hours). Our algorithm is also memory-efficient in testing. Because our algorithm uses the intensity channel only, it does not need integral images used in ESS and multi-channel images used in Hough Forest. Our algorithm also needs little memory to save voting information. For example, the single t-fern \(K = 1, D = 9, J = 3\) requires about 230KB \((K \times 3^D \times J \times 4\text{Bytes})\). This is much smaller than that of Hough Forest, which uses 15 trees and maximally 15 depths.

5. Conclusion

The well-known LBP and LTP, and the recently proposed b-fern can be regarded as a special version of our proposed t-fern. We show that our algorithm using t-fern combined with the Hough voting scheme is very efficient for rigid object detection in terms of detection rate, computation speed and memory requirement.
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